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ABSTRACT
The global growth in popularity of the World Wide Web has
been enabled in part by the availability of browser based
search tools which in turn have led to an increased demand
for indexing techniques and technologies. As the amount
of globally accessible information in community repositories
grows, it is no longer cost-effective for such repositories to be
indexed by professional indexers who have been trained to be
consistent in subject assignment from controlled vocabulary
lists. The era of amateur indexers is thus upon us, and the
information infrastructure needs to provide support for such
indexing if search of the Net is to produce useful results.

In this paper, we propose the Concept Assigner, an automatic
subject indexing system based on a variant of the Hopfield
network [13]. In the application discussed herein, a collec-
tion of documents is used to automatically create a subset
of a thesaurus termed a Concept Space [4]. To automati-
cally index an individual document, concepts extracted from
the given document become the input pattern to a Concept
Space represented as a Hopfield network. The Hopfield net
parallel spreading activation process produces another set of
concepts that are strongly related to the concepts of the input
document. Such concepts are suitable for use in an interac-
tive indexing environment.

A prototype of our automatic subject indexing system has
been implemented as part of the Interspace, a semantic in-
dexing and retrieval environment which supports statistically-
based semantic indexing in a persistent object environment.

KEYWORDS: Automatic indexing, semantic indexing, se-
mantic retrieval, automatic subject assignment, amateur in-
dexing, Concept Space, information retrieval, Interspace, se-
mantic locality

1 An Overview of Subject Indexing
Indexing has traditionally been one of the most important re-
search topics in information science. Indexes facilitate re-
trieval of information in both traditional manual systems and
newer computerized systems. Without proper indexing and
indexes, search and retrieval are virtually impossible.

Meadow [22] observes that in library science, indexing re-
cords the values of various attributes expected to be used as
a basis for searching. Simply put, the goal of subject index-
ing is to produce a set of attributes that represent the content
or topics of a document�. Such attributes are, for example,
“subject” or “author”. This set of attributes is later used in
searches to retrieve the object. Since the goal of indexing
is to provide for effective searching, the indexing process
should be user-centered. Thus when Abstract & Indexing
professionals select and assign keywords to a document, they
also consider users’ information needs as well as aspects of
the information of most interest to users.

Traditionally, a great deal of effort has been invested in sub-
ject indexing. Traditional human indexing has two main tasks
[9]. The first is to recognize and select the essence, or “about-
ness,” of a text. This is done by reading or scanning the doc-
ument. The second task is to represent the essence of the
text. In this process, the indexer assigns a set of index terms
to represent the central topics of the document.

Ideally, an indexer reads the full text of a document before
determining the “aboutness” of it. However, indexers typi-
cally work under severe time constraints. Cleverdon [5], for
example, determined an optimum indexing time of four min-
utes, which makes reading the full text impossible in most
cases. As a result, most indexers scan a document for its
main topics.

While scanning, indexers normally engage both perceptual
and conceptual faculties. Perceptual processes employ infor-
mation based on the actual content of the document. Con-
ceptual processes, on the other hand, use global knowledge
not contained in the document itself, but rather in the knowl-

�A document here is defined broadly as an object that contains informa-
tion. The representation can be in different media types such as text, image,
video, or some combination of these.



edge that the author implies in the document or in the domain
knowledge the indexer possesses. Models of conceptual and
perceptual processes are presented in [8, 16, 21].

After determining the main concepts of a document, an in-
dexer selects a set of conceptual terms to represent it. How-
ever, it is difficult to select a small set of “best” terms among
all the possible terms that can represent a document. Many
studies have found low agreement in indexer assignment of
terms [1, 6, 31, 32]. In addition, Furnas, et. al. [10] showed
that the probability that two amateur indexers will use the
same term to classify an object is less than 20%. It is com-
monly known that a single term can have multiple meanings
in different contexts and that a single concept can be repre-
sented using more than one term. In retrieval, therefore, term
ambiguity and indexing inconsistency often lead to poor pre-
cision and poor recall.

Controlled vocabularies greatly improve inter-indexer con-
sistency. A controlled vocabulary (often used synonymously
with “thesaurus”) usually defines conceptual terms and their
relationships to each other in a particular domain of knowl-
edge. To reduce ambiguity, each entry in such a thesaurus
defines the scope and usage of a given term. Each entry also
lists the given term’s relationships with other terms, such as
broader, narrower, and related, and USE and USED FOR re-
lationships for synonym control. Some thesauri also have
prior terms and SEE ALSO references. These semantic re-
lationships help indexers find the best terms to represent a
concept. In systems that use a controlled vocabulary, index-
ers must assign only terms from the controlled vocabulary
to indexing records. This requires an indexer to be trained
to select the “best” terms out of the vocabulary. However,
the controlled vocabulary does not eliminate term selection
problems, as it may be out of date in relation to the docu-
ments being indexed. Maintainers of controlled vocabular-
ies spend a great deal of time keeping them up-to-date with
the latest conceptual terms used in their respective domains
of knowledge. While this effort can be quite expensive, the
payoff comes in reducing later retrieval effort [9].

Although controlled vocabularies promote vocabulary con-
sistency, most controlled vocabularies are general in nature
due to the limitation on vocabulary size. To ensure consis-
tency and specificity, some more modern information ser-
vices, such as INSPEC and Compendex, adopt a hybrid sys-
tem in which both controlled vocabulary indexes and natu-
ral language indexes are used. In these hybrid systems, be-
sides the usual controlled vocabulary indexes, indexers select
terms from the text to represent the specificity or new termi-
nologies of the document, and place these terms in uncon-
trolled vocabulary indexes.

Manual indexing is expensive and time consuming, and there
have been several attempts to develop techniques for auto-
matic concept assignment. One of the attempts to assign
subject indexes automatically was The Identification System

(TIS), a content-based indexing system for news stories de-
veloped by Hayes and Weinstein in the early ‘90s [12]. A text
categorization shell is built using if-then rules which take into
account concepts identified in the text, where they appear in
the text, and their respective “strengths” of occurrence. This
system was applied to two of the four textual products of
Reuters Ltd. for automatic categorization of news stories.
The results of categorization were also used to index the doc-
uments.

A few years later, another project developed the NameFinder
application to find occurrences of names in online text with
specific features that simplify the identification of company
names and the names of people [11]. NameFinder also at-
tempted to solve the problem of name variation in that differ-
ent names may be used to mean the same thing. NameFinder
resolved this problem by automatically recognizing appropri-
ate name variations while ignoring inappropriate ones. This
was accomplished using built-in knowledge of the names as
structured in a specific domain.

Although these two approaches perform fairly well in a sin-
gle domain, it is not clear how well such approaches will
scale across domains. Maintaining a large predefined set of
categories can be problematic in such a case. NameFinder,
for example, relies on built-in knowledge of the name struc-
ture in a specific domain. Domain-specific information re-
trieval applications such as these often suffer from significant
reductions in precision when applied to larger scale informa-
tion spaces which span multiple domains.

Additional approaches employing techniques to automatical-
ly classify documents are discussed in [20], [29], and [14].
Essentially, these techniques rely on the use of a predeter-
mined knowledge base which captures the state of a subject
area at a given point in time. However, such approaches lack
scalability in that the creation of such knowledge bases is a
highly labor-intensive process conducted by Abstracting &
Indexing professionals.

In the future world of the Net, there will be large numbers of
community repositories maintained by organizations which
deal with specific domains of knowledge [27]. This trend
can already be seen in the proliferation of web sites. It will
not be cost-effective for such repositories to be indexed by
professional indexers who have been trained to be consis-
tent in subject assignment from controlled vocabulary lists.
Nor will it be effective to derive multiple, domain-specific
knowledge bases manually. Instead, the repositories will be
maintained by subject matter experts who are only amateur
indexers. These amateur indexers will need automatic sup-
port from tools which scale across domains in order to pro-
vide enough consistency in indexing for search facilities to
be effective.

Our approach to automatic subject indexing thus provides
scalable interactive indexing support for human subject mat-



ter experts who must classify documents in their domain. It
approximates a controlled vocabulary list with an automatic
“thesaurus” termed a Concept Space which is based on sta-
tistical term co-occurrence [4]. As opposed to labor-intensive
human-generated knowledge bases, Concept Spaces are com-
puted automatically based on collection content. Our sys-
tem provides an analog of professional indexer consistency
by computing a suggestion list of concept terms to assign to
a particular document. Our hypothesis is that the context-
based suggestion will limit the variability ordinarily seen in
amateur indexers (improving the recall) while the subject ex-
perts will choose useful and correct classification terms (im-
proving the precision).

In this paper we present an automatic concept assignment
system, Concept Assigner, based on Concept Space and Hop-
field network algorithms. The system is part of the on-going
Interspace project, the flagship effort in the DARPA Infor-
mation Management program being developed here at CA-
NIS, the Community Systems Laboratory at the University
of Illinois at Urbana-Champaign. The project as a whole is
prototyping the information infrastructure necessary to sup-
port semantic indexing and retrieval in the future world of a
billion community repositories [19, 27].

The Concept Assigner system design and algorithmic details
are discussed in the following sections. In Section 2, we
present an overview of the Interspace Prototype and review
four major services of the Interspace. In Section 3, the al-
gorithms, system design, and implementation of the Concept
Assigner are discussed in detail. In Section 4 we present
preliminary experimental results based on a study of the sys-
tem, and depict test samples used to illustrate system perfor-
mance. Finally, conclusions and future work are outlined in
Section 5.

2 Overview of the Interspace Research Project
The Interspace research project is developing a prototype en-
vironment for semantic indexing of multimedia information
in a testbed of real collections. The semantic indexing relies
on statistical clustering for concepts and categories. Interac-
tive navigation based on semantic indexing enables informa-
tion retrieval at a deeper level than previously possible for
large, diverse collections. We are in the process of devel-
oping algorithms for computing Concept Spaces, Category
Maps, and Concept Assignment, and testing algorithm util-
ity on engineering literature, map images, and medical lit-
erature. The Interspace Prototype will thus enable scalable,
interactive semantic interoperability across subject domain,
media type, and collection size.

The Interspace analysis environment seeks to unify disparate
distributed information resources in one coherent model [26,
25]. It provides a rich set of operations in support of complex
interoperable applications. Standard services include inter-
object linking, remote execution, object persistence, and sup-
port for compound objects (usually referred to as compound

documents).

The Interspace Prototype also serves as a testbed in which
several large, real-world collections are available for experi-
mental usage. To date, we have obtained and computed se-
mantic indexes on the following collections: INSPEC, ap-
proximately 3 million abstracts across Computer Science,
Electrical Engineering, and Physics; Compendex, approxi-
mately 2.6 million abstracts across all of engineering; MED-
LINE, approximately 9.6 million medical abstracts; and Pat-
terns, a community repository of a software engineering dis-
cussion list. In addition, in collaboration with the University
of California at Santa Barbara DLI project, a large collec-
tion of geo-referenced aerial photographs form part of our
testbed.

The Interspace Prototype is based upon a layered system de-
sign. Figure 1 shows the architecture of the Prototype. The
service layer supports core functionality required by the ker-
nel. The four major services are:

� Concept Space generation
� Category Map generation
� Multimedia Concept Extraction (MCE)
� Concept Assignment

These four services are managed by a Domain Manager. Do-
mains are the connection points between the Service layer
and the Kernel layer (Interspace Analysis). In brief, do-
mains function to group items into distinct collections, and
the Domain Manager invokes services to extract concepts
(MCE), create Concept Spaces, generate subdomains (Cat-
egory Maps), and assign concepts to items (Concept Assign-
ment).

The Concept Assignment service interacts with both the MCE
and the Concept Space service, and these two as well as the
Category Map service are discussed briefly in the following
sections. The Concept Assignment service is then discussed
in detail in section 3.

2.1 Multimedia Concept Extraction (MCE) Service
The primary functionality provided by the MCE is the extrac-
tion of concepts from various types of multimedia informa-
tion source units. The framework of the MCE is designed to
support both text and image source units. Currently, a proto-
type of the MCE has been implemented with a foundation for
processing text-based information sources. The MCE sup-
ports concept extraction from documents of various formats
including, for example, SGML. It employs advanced natu-
ral language parsing techniques to identify noun phrases and
then extracts said noun phrases and stores them as concept
objects [2].

2.2 Concept Space Service
The purpose of the Concept Space service is to automatically
generate domain-specific thesaurus subsets which represent
the concepts and their associations in the underlying infor-
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mation corpus. Concept Space generation is based on a sta-
tistical co-occurrence analysis which captures the similarity
between each pair of concepts [3, 4]. The greater the sim-
ilarity between concepts, the more relevant they are to one
another. Concept Spaces are used in a retrieval environment
to assist users in performing functions such as term sugges-
tion [27, 28].

2.3 Category Map Service
The Category Map service classifies an information corpus
into different conceptual categories using a variant of Koho-
nen’s self organizing feature map (SOM) [18]. The SOM is a
neural network which serves as vector quantizer to map high-
dimensional feature vectors onto a two dimensional grid. A
multi-layer Category Map is used to form a hierarchical set
of categorizations for large corpora.

Several techniques are being incorporated in this service to
assist the user in visualizing the hierarchical categorization.
For example, the service will transform two-dimensional out-
put maps into three-dimensional terrains which users can nav-
igate via information spaceflight to investigate clusters of se-
mantic locality [19].

3 Concept Assignment Service
In this section, we discuss details of the algorithm and system
design and implementation of the Concept Assigner.

3.1 System Framework
Figure 2 depicts the interaction between the Concept As-
signer and other Interspace Services. When a client requests
that an item (document) be assigned key concepts, the Do-
main Manager initially invokes the MCE to extract concepts
from the document.

Following this, the Domain Manger invokes the Concept As-
signer and passes the concepts extracted by the MCE. The
Concept Assigner then proceeds to assign concepts to the
document using the Concept Space associated with the cur-

Manager
Domain

MCE

Concept
Assigner

Concept SpaceInput
Document

Key Concepts

Figure 2: Concept Assigner Dataflow Diagram

rent domain as a repository of semantic patterns stored in a
network.

In the following section, we outline the algorithmic steps in
the process of automatic concept assignment.

3.2 Hopfield Net Algorithm Implementation
The Hopfield network [13, 30] was introduced as a neural net
that can be viewed as content-addressable memory (CAM).
Knowledge and information can be stored in single-layered
interconnected neurons (or nodes) operating as fundamen-
tal memories which represent patterns stored in the network.
This information can then be retrieved based on the network’s
parallel relaxation until the network reaches a stable state.

In this section, we review the Hopfield network implemen-
tation in the Interspace project. The Hopfield network has
been adapted for the special needs of information retrieval.
The network is an asymmetric, continuous network in which



all the neurons are updated synchronously. The major steps
of the algorithm are:

1. Assigning synaptic weights

The Concept Space generated by similarity analysis serves as
a trained network in the system. The concepts in the Concept
Space represent nodes in the network and the similarities,
computed based on co-occurrence analysis, represent synap-
tic weights between nodes (concepts). The synaptic weight
from node i to node j is denoted wij . Note that the synaptic
weights remain fixed after they have been assigned.

To understand how a Concept Space is represented as a Hop-
field network, consider the following example of a Concept
Space represented as a semantic network:

AssignmentConcept

Concept

Assigner
.6

.8

.9

.5

.7

.75

Figure 3: A Concept Space

This network contains three nodes and six weighted, synap-
tic arcs connecting the nodes. The three concepts “Concept
Assigner”, “Concept” and “Assignment” all co-occur in the
collection from which this example Concept Space was gen-
erated. The relationship between each pair of concepts (noun
phrases) is expressed as the real-valued asymmetric similar-
ity associated with each pair of concepts above. Effectively,
this is the Hopfield network equivalent of a Concept Space.

2. Initialization

An initial set of concepts (noun phrases) extracted from a
document serves as the input pattern. Each node in the net-
work matching one of the extracted concepts from the docu-
ment is initialized to have a value of 1 (i.e., the node is acti-
vated). The rest of the nodes are assigned a weight value of 0
(i.e., they are deactivated). This is summarized in Equation 1
below:

ui�t�� � xi� � � i � n� � (1)

Here ui�t� is the output of node i at time t and xi, with initial
value � or �, indicates the input pattern for node i.

3. Activation

ui�t� �� � fs

�
�
n��X
j��

wjiuj�t�

�
� � � � i � n� � (2)

In the activation phase, n is total number of nodes in the net-
work and fs is the continuous sigmoid transformation func-
tion [7, 17] depicted below:

fs�neti� �
�

� � exp
h
��neti��i�

��

i (3)

here neti �
Pn��

j�� wjiuj�t�, �i serves as a threshold or bias,
and �� is used to modify the shape of the sigmoid function.

This formula exemplifies the parallel relaxation property of
a Hopfield net. At each time step, nodes in the Concept
Space Hopfield net are activated in parallel, and activated
values from neighboring nodes are combined for each in-
dividual node. The weight computation scheme, neti �Pn��

j�� wjiuj�t�, forms a unique characteristic of the Hop-
field net algorithm in that each newly activated node com-
putes its new weight (output state) based on the summation of
the products of its neighboring nodes’ weights and the simi-
larity weight between its neighboring nodes and itself.

4. Convergence

The above process is repeated until the network reaches a sta-
ble state, i.e., there is no significant change in the value of the
output states between two time steps. To measure the stabil-
ity of the network, the difference in activation level between
two time steps is computed and compared to a predetermined
convergence threshold, �:

n��X
i��

jui�t� ��� ui�t�j � � (4)

In this formula, � is a threshold which indicates whether there
is a significant global difference between two consecutive
time steps across all nodes in the net. When the network con-
verges, the final output is the set of concepts having the high-
est activation level. These concepts (terms or noun phrases,
in the text domain) are considered most relevant to the con-
cepts contained in the input document.

The algorithm outlined above can be intuitively understood
as a process of determining in the Concept Space an area of
semantic locality or a semantic cluster which encompasses
a cluster of terms representing the input document. The se-
mantic network pictured in Section 3.2 gives a trivial exam-
ple of a cluster of terms exhibiting semantic locality in a Con-
cept Space.



4 Experimental Results
We have conducted a preliminary study using a set of records
drawn from the commercial Compendex collection. Com-
pendex is a bibliographic database produced by Engineering
Index which broadly covers all of engineering. The collec-
tion used for this study consists of 3 years (1993 to 1995)
of Compendex records from the 723.1.1 classification (Pro-
gramming Languages). Compendex Abstracting & Indexing
professionals have assigned this classification to 7111 of the
records in the database, and this is the size of the collection
used in the experiments discussed herein. For our experi-
ment, we first created a Concept Space for this collection and
then used the Concept Assigner to assign concept descriptors
automatically to individual documents.

To create a Concept Space for this domain, we used the fol-
lowing fields of each Compendex record as input to the simi-
larity analysis: Title, Abstract, Author, Main Heading (MH),
Controlled Vocabulary (CV), and Free Language (FL). MH,
CV, and FL are indices selected manually by professional
indexers at Compendex. MH is the main subject heading se-
lected from among subject terms in the Compendex Ei The-
saurus, an engineering thesaurus developed by Compendex.
The CV field contains terms drawn from a controlled vocab-
ulary also represented in the Ei Thesaurus. A maximum of
12 controlled vocabulary terms can be assigned to a given
record. FL are free language terms selected directly from the
text and/or abstract of the article. Up to 10 FL terms can be
included in a record.

The resulting Concept Space contained 43,813 concepts and
1,322,682 links (similarity relationships). The concepts and
similarities in the Concept Space were used to initialize a
Hopfield network of nodes (concepts/terms) and their weights
(associations/similarities). The concept space was stored in
an object-oriented database.

A subset of 290 records from the collection was used to per-
form Concept Assignment. The average size of the records
was 1392 Bytes. In this experiment, we measured the process
time needed for automatic concept assignment. The experi-
ment was conducted on an Ultra 2 Model 2200 Sun with a
200 MHz UltraSPARC CPU and 256 MB of main memory.
The measurement of processing time was broken down into
two major processing tasks. The first task was to extract noun
phrases from each abstract. The activities involved in this
process included invoking a natural language parser to parse
noun phrases as well as a search for matching noun phrases in
the global database of existing concepts. This was computed
by our Multimedia Concept Extraction service, and as shown
in Table 1 took an average of about 4 seconds per record.

The second task was to traverse the Concept space to identify
similar concepts using the Hopfield net algorithm described
previously in Section 3.2. The average processing time is
reported in Table 1, and as is shown, it took an average of
just under 12 seconds of wall-clock time and 3 seconds of

CPU time to automatically assign concepts to each record.

In total, processing for both steps took an average of less than
16 seconds wall-clock time. This is considered reasonable
for an interactive application.

Table 1: Concept Assigner Service Processing Time

NP extraction Net activation Total
CPU W Clk CPU W Clk CPU W Clk
� 1 3.97 2.38 11.91 3.10 15.88

4.1 Detailed Example Runs
In this section, we present representative results for two ab-
stracts for which concepts were assigned fully automatically
by the Concept Assigner.

Each example run described below has been broken into eight
fields which display both the input to and output of the Con-
cept Assigner. The first seven fields are input, and the eighth,
”AUTOMATIC INDEXING”, is the output. The input fields
are TITLE, JOURNAL, AUTHOR, ABSTRACT, Main Head-
ing (MH), Controlled Vocabulary (CV), and Free Language
(FL). As noted earlier, the MH, CV, and FL fields are as-
signed by Compendex Abstracting & Indexing profession-
als. All of these first seven fields (with the exception of
the JOURNAL field) were used as input to the Concept As-
signer. The eighth field, AUTOMATIC INDEXING, is the
output from a fully automatic run of the Concept Assigner,
and shows 30 index terms ranked in order which were sug-
gested by the system.

4.1.1 Abstract Example 1 The two example abstracts are
related to the process of parallelizing sequential programs for
execution on multi-processor computers. The first example
record is entitled Idiom Recognition in the Polaris Paralleliz-
ing Compiler. The first seven terms found by the Assigner
are the names of researchers working on the Polaris project
in the field of automatic parallelization. Such author name
indices are relevant in searching for related work in the same
subject area. The 10th term, “Detection of parallelism” and
the 15th term “Automatic parallelization” are both highly
relevant descriptors which represent the essence of the ab-
stract. The 21st term, “Dependence analysis” and the 18th
term, “Fortran (programming language)” are also relevant
keywords for searching. (Automatically assigned relevant
keywords are in boldface.)

With the exception of more general terms such as “Grand
challenge” and “High-performance computing” (perhaps too
general to be useful for discrimination in some searches), the
system has successfully suggested several appropriate key-
words. The key observation, however, is that the Concept
Assigner has discovered an area of semantic locality in the
Concept Space in that the two most relevant terms (“Auto-
matic parallelization” and “Detection of parallelism”) do not



occur anywhere in the input record. They have instead been
drawn from other documents represented statistically in the
Concept Space in a cluster of the terms used in the field of
parallelizing compilers.

Example Abstract 1

TITLE: Idiom recognition in the polaris parallelizing com-
piler
JOURNAL: Proceedings of the International Conference on
Supercomputing
AUTHOR: Pottenger, Bill and Eigenmann, Rudolf
ABSTRACT: The elimination of induction variables and the
parallelization of reductions in FORTRAN programs have
been shown to be integral to performance improvement on
parallel computers. As part of the Polaris project, compiler
passes that recognize these idioms have been implemented
and evaluated. Developing these techniques to the point nec-
essary to achieve significant speedups on real applications
has prompted solutions to problems that have not been ad-
dressed in previous reports on idiom recognition techniques.
These include analysis techniques capable of disproving zero-
trip loops, symbolic handling facilities to compute closed
forms of recurrences, and interfaces to other compilation pass-
es such as the data-dependence test. In comparison, the recog-
nition phase of solving induction variables, which has re-
ceived most attention so far, has in fact turned out to be rel-
atively straightforward. This paper provides an overview of
techniques described in more detail in [23].
MH: Program compilers
CV: Parallel processing systems, FORTRAN (programming
language) Algorithms, Data processing
FL: User interfaces, Polaris parallelizing compiler, Parallel-
ization, Idioms recognition, Loops Induction variable, Induc-
tion, Data dependence

AUTOMATIC INDEXING:
1. Hoeflinger, jay; 2. Padua, david; 3. Eigenmann, rudolf;
4. Blume, william; 5. Petersen, paul; 6. Rauchwerger,
lawrence; 7. Tu, peng; 8. Grand challenge; 9. High-perform-
ance computing; 10. Detection of parallelism; 11. Auto-
matic detection; 12. Cedar computer; 13. High performance
computing; 14. Growing complexity; 15. Automatic paral-
lelization; 16. Parallel computer system; 17. Cedar fortran
programming language; 18. Fortran (programming lan-
guage); 19. Jaxon, greg; 20. Li, zhiyuan; 21. Dependence
analysis; 22. Fortran 77 programming language; 23. Con-
ventional programming language; 24. Near future; 25. Brief
description; 26. Fortran language; 27. Current implemen-
tation; 28. Multiprogramming; 29. Parallelism; 30. New
technique

4.1.2 Abstract Example 2 In this example we will see a
second case in which a cluster of concepts exhibiting se-
mantic locality is discovered in the Concept Space. The ab-
stract below deals with memory management in a paralleliz-

ing compiler. In this case, the Concept Assigner has iden-
tified fewer pertinent terms: specifically, only “Distributed
memory parallel computer” can be considered highly rele-
vant, and “Parallel fortran” and “Fortran (programming lan-
guage)” relevant, although less so. The crux of the matter is
that the cluster of terms exhibiting semantic locality centers
around distinct but overlapping vocabularies.

Example Abstract 2

TITLE: Handling block-cyclic distributed arrays in Vienna
Fortran 90
JOURNAL: Parallel Architectures and Compilation Techniq-
ues - Conference Proceedings
AUTHOR: Benkner, Siegfried
ABSTRACT: In this paper we describe the major techniques
for parallelizing Fortran 90 array assignment statements for
the execution on distributed memory parallel computers. We
assume that the distribution of an array is specified by align-
ing it by means of a linear function with another array that
is distributed in a block-cyclic manner across the processors
of the parallel machine. We present techniques for the com-
putation and representation of those elements of a distributed
array that have to be allocated on a particular processor and
for converting global indices into local indices. We show
how the work distribution for assignments to regular array
sections is derived automatically from the data distribution
and present fast algorithms that determine the communica-
tion that is necessary between the processors of the parallel
machine.
MH: Parallel processing systems
CV: FORTRAN (programming language), Distributed com-
puter systems, Data storage equipment, Storage allocation
(computer), Program processors, Computational methods, Al-
gorithms
FL: Data communication systems, Block-cyclic distributed
arrays, Distributed memory parallel computers, Distributed
array, Data distribution, Parallel machine, Message passing

AUTOMATIC INDEXING:
1: Particle in cell; 2: Plasma simulation; 3: Decyk, viktor k.;
4: High performance scientific computation; 5: Machine-
specific message-passing environment; 6: Norton, charles
d.; 7: Memory parallel computer; 8: Cray t3d; 9: Plasma
stability; 10: Distributed memory parallel computer; 11:
Object-oriented form; 12: Szymanski, boleslaw k.; 13: High-
performance computing; 14: Parallel fortran; 15: Paral-
lel simulation; 16: Programming method; 17: Intel paragon;
18: Practical issue; 19: Parallel computer; 20: Parallel ma-
chine; 21: Parallel computation; 22: C�� program; 23: Lan-
guage features; 24: Parallel processing systems; 25: Com-
puter software portability; 26: Storage allocation (computer);
27: Natural sciences computing; 28: Software development;
29: Object-oriented programming; 30: Fortran (program-
ming language)



To understand this point, consider the following abstract also
drawn from our Programming Languages collection and rep-
resented in the Concept Space:

Example Abstract 3

TITLE: Object-oriented parallel computation for plasma sim-
ulation
JOURNAL: Communications of the ACM
AUTHOR: Norton, Charles D., Szymanski, Boleslaw K. and
Decyk, Viktor K.
ABSTRACT: Software development experiences with plasma
Particle in Cell (PIC) simulation skeleton codes are discussed
with the aim to evaluate object-oriented programming meth-
ods in high-performance computing. Beginning with the par-
allel Fortran 77 version, the application is converted into an
object-oriented form using the Intel Paragon, IBM SP1/SP2,
and Cray T3D distributed memory parallel computers. In ad-
dition, it is shown how Fortran 90 supports object-oriented
programming by mirroring every language feature used in
the sequential C�� program. In particular, this study focuses
on the practical issues encountered in software development
on parallel machines.
MH: Object oriented programming
CV: Parallel processing systems, Plasma simulation, Soft-
ware engineering, FORTRAN (programming language), C
(programming language), Natural sciences computing, Pro-
gram compilers, Plasma stability, Computer simulation, Stor-
age allocation (computer), Interfaces (computer)
FL: Computer software portability, Particle in cell, High per-
formance scientific computation, Machine-specific message-
passing environment, Parallel simulation

Both abstracts 2 and 3 are related to the following concepts:
“Distributed memory parallel computer,” “Memory parallel
computer,” “Parallelizing fortran” and “Communication.” It
is reasonable that the concepts from these two documents
should be closely related in the Concept Space. However,
a second vocabulary is also involved in that abstract 3 dis-
cusses concepts related to the application of parallel pro-
gramming techniques to a specific application area – namely
“Plasma simulation”. The association between “Distributed
memory parallel computer” and “Plasma simulation” thus re-
sults from the content of abstract 3. Clearly this association
is not always desirable.

One potential solution to this problem is to deploy the Con-
cept Assigner in an interactive environment in which the user
can monitor and direct as necessary the activation process at
any stage of the computation. Since it takes an average of
only 12 seconds for the system to complete the computation,
the process would be suitable for ‘live’ human interaction.
An indexer, for example, could execute several runs of the
system within the four minutes determined in [5]. If neces-
sary, terms from a different vocabulary could be eliminated
“on-the-fly” in this way. The indexer could also optionally

assign higher weights to a particular term which he/she iden-
tified as an important keyword descriptor for the document.
In this way, the Concept Assigner would function as an ‘intel-
ligent assistant’ in helping the indexer identify key concepts
describing a given document.

In the following section we present the results of a user eval-
uation study of the Concept Assigner.

4.2 User Evaluation Experiment
In order to evaluate the performance of the Concept Assigner,
we conducted a user precision/recall evaluation experiment.
Fourteen graduate students, half from Computer Science and
half from Library and Information Science, participated in
the evaluation. As noted in Section 4, the document database
consisted of records drawn from the Compendex 723.1.1 clas-
sification, Programming Languages. A total of 76 documents
were evaluated in the experiment discussed herein.

Participants in the study were given freedom to choose a sub-
ject domain of expertise within Programming Languages. A
minimum of five documents dealing with the subject of their
choice were evaluated. For each document, subjects were
asked to first examine the title and abstract carefully and,
based on their domain expertise, provide up to 20 index terms
appropriate to the abstract. Subjects were free to choose such
terms based on their own recall of relevant terms, the text of
the title or abstract, etc.

Secondly, subjects were asked to evaluate a lexically ordered
list of index terms consisting of terms assigned by Compen-
dex professionals (the CV and FL fields in the abstract) com-
bined with terms generated automatically by the Concept As-
signer (AUTO). For each indexing term, subjects were re-
quired to judge the term as highly relevant, relevant, neutral,
or not relevant to the “aboutness” of the document.

Term precision and term recall were used to measure the
quality of each of the indexes: CV, FL, AUTO, and USER.
Term precision is defined as the percentage of terms judged
relevant out of the total number of terms in the given index.
Term recall is defined as the percentage of terms judged rel-
evant out of the total relevant terms. For the purposes of this
study, we have defined total relevant terms as the sum of the
relevant terms from each of the four indexes CV, FL, AUTO,
and USER. Table 2 summarizes the results of this study.

Table 2: Concept Assigner Evaluation

CV FL AUTO USER
Precision 0.610 0.728 0.495 1.000

Recall 0.177 0.183 0.584 0.319

The fourth category in Table 2 represents user-selected key-
words, and thus has the highest precision possible (100%).
Of the remaining indexes, terms in the FL field were rated



more precise (72%) than those in the CV field (61%). The
automatically generated index resulted in a precision lower
than the other three indexes (50%).

The three precision results for the CV, FL, and AUTO in-
dexes are within the range expected for good retrieval per-
formance [15]. In addition, we note that the precision of the
CV and FL indexes is indicative of the competitive perfor-
mance of natural language terms in indexing.

As expected, the recall of the Concept Assigner is higher than
the three human-generated indexes (CV, FL, USER). A recall
of 58% is more than thrice the recall of the professionally
generated CV and FL indexes, and about twice that of the
domain expert subjects. Of the four indexes, only the au-
tomatically generated keyword indexes fall within the range
expected for good retrieval performance [15].

5 Conclusions and Future Work
From a practical perspective, the current technology may re-
quire human interaction to assure the quality of the resulting
indexes - however, as discussed in the analysis of the results
for Abstract 2 in Section 4, index terms can be automati-
cally assigned very rapidly, thereby providing indexers with
immediate feedback from an ‘intelligent assistant’ capable of
deriving contextually determined semantics. Furthermore, as
was noted in Section 1 “An Overview of Subject Indexing”,
this capability will be in especially high demand in commu-
nity repositories in which the curator is a subject matter ex-
pert but not a professional indexer, and the traditional publi-
cation process with its concomitant abstracting and indexing
services rendered by professionals is simply unavailable.

From a technical perspective, ongoing research includes the
determination of the precise mathematical conditions under
which an asymmetric Hopfield net such as that employed
herein will converge. Based on the Cholesky factorization,
we can dynamically adjust the diagonal elements in the sim-
ilarity weight matrix W to produce a non-negative definite
matrix �

�

Pn

j�� jwij�wjij � i � �� �� ���� n and i �� j. This
condition is sufficient to guarantee convergence by Theorem
1 in [33]. We are currently exploring the implementation and
execution cost of a convergence test based on these criteria.

As noted in Section 4, the Concept Assigner performance is
already such that it is reasonable to deploy it in an interactive
environment. However, we are currently conducting index-
ing experiments on the entire National Library of Medicine
MEDLINE collection, and advancements are needed to en-
hance performance when automatically indexing extremely
large collections of this nature. Our previous research in the
parallelization of the computation of Concept Spaces leads
us to believe we can significantly improve the performance
of concept assignment [24].

In the Net of many small collections, much of the emphasis
of search will shift to searching across repositories. Con-
cept Mapping of semantically related clusters of terms will

then become important across the Concept Spaces of differ-
ent collections. The ability to assign concepts to documents
automatically for real collections naturally leads to technol-
ogy for Concept Mapping. We are currently investigating
spreading activation techniques for mapping concepts across
spaces.

In conclusion, we believe the preliminary results discussed
in this paper indicate that real potential exists for perform-
ing concept assignment automatically in various textual col-
lections encompassing multiple domains of knowledge. The
key to the scalability of these techniques lies in the domain-
independent nature of the underlying statistical methods. The
technology thus offers promise as a scalable technique for
use across multiple domains of knowledge in an interactive
environment as an ‘intelligent assistant’ for use by amateur
indexers maintaining diverse community repositories on the
Net.
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