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ABSTRACT
The notion of summarization is to provide a compact representation
of data which approximately captures its essential characteristics. If
such summaries can be created, they can lead to efficient distributed
algorithms which exchange summaries in order to compute a de-
sired function. In this talk, I’ll describe recent efforts in this direction
for problems inspired by machine learning: building graphical mod-
els over evolving, distributed training examples, and solving robust
regression problems over large, distributed data sets.
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Although we may have to deal with a very high volume of data, we
can often work with only an approximate representation of it to
perform a desired computation. For example, in building a predictive
model, we need to extract a modest number of parameters from a
large number of examples in order to define the model. This leads
us to consider the notion of data summarization: trying to capture
aspects of the inherent behaviour of the data in a compact form,
without necessarily having full access to the entirety of the data or
complete information about what questions will be asked of it.

A powerful and generic approach to building a data summary is
to randomly sample parts of the dataset. This can be used to answer
a large number of different questions, and in many cases the guar-
antees on the resulting accuracy can be expressed as a function of
the size of the sample. Other approaches to summarization emerge
from using transformations of the data, random projections, and
rounding, amongst many others. In some cases, these techniques
yield better accuracy/size tradeoffs than random sampling, or allow
summarization when random sampling fails.

Data summarization is closely linked with distributed computa-
tion. A central question about a distributed computation surrounds
the amount of communication and coordination needed between
the different computational entities. Algorithms for data summariza-
tion can contribute to distributed computation, and yield improved
bounds or new approaches to solving problems, particularly when
an approximate solution can be acceptable. The structure of dis-
tributed computation can impose additional constraints: we would
typically like summaries that can be applied to fragments of a data
set, and be combined so that they summarize the union of their
inputs.
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This talk will give an overview of some recent work in data
summarization with a distributed flavour, and their applications in
data analysis.

Learning Graphical Models from a Distributed Stream [3]. A cur-
rent challenge for distributed data management is to support the
construction and maintenance of machine learning models over
data that is large, multi-dimensional, and evolving. The need to scale
to distributed, streaming data requires new models and algorithms.
In this setting, as well as computational scalability and model ac-
curacy, we also need to minimize the amount of communication
between distributed processors, which is the chief component of la-
tency. We consider Bayesian networks, the workhorse of graphical
models, and describe a communication-efficient method for contin-
uously learning and maintaining a Bayesian network model over
data that is arriving as a distributed stream partitioned across mul-
tiple processors. This builds on prior work that has addressed the
abstract problem of maintaining the count of a number of events in
a distributed setting [2]. Adopting this primitive yields a strategy for
maintaining model parameters that leads to an exponential reduc-
tion in communication when compared with baseline approaches
to maintain the exact MLE (maximum likelihood estimation). Opti-
mizing the parameter settings leads to further improvements in the
communication cost, while providing similar prediction errors for
the target distribution and for classification tasks as the baseline.

Deterministic Distributed Summaries for High-dimensional Re-
gression [1]. Work on approximate linear algebra has led to effi-
cient distributed and streaming algorithms for problems such as
approximate matrix multiplication, low rank approximation, and
regression, primarily for the Euclidean norm ℓ2. In recent work,
we study other ℓp norms, which are more robust for p < 2, and
can be used to find outliers for p > 2. Unlike previous algorithms
for such norms, we give algorithms that are (1) deterministic, (2)
work simultaneously for every p ≥ 1, including p = ∞, and (3) can
be implemented in both distributed and streaming environments.
We focus on ℓp -regression, and show the resulting distributed algo-
rithms are accurate and communication-efficient.
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