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#### Abstract

Although statistical methods are widely used to study a large amount of phenomena ranging from random walk to percolation and particle charging, the application of these methods to mechanics is limited. Nevertheless the use of senses like fractal dimension can be very handy to describe the "mass" of a crack or the roughness of a surface.

From this viewpoint subcritical crack growth is studied as a cluster growth process with the aid of discrete "computer experiments". A mechanical ballistic aggregation model motivated by a continuum theory of stress-assisted migration of point defects is formulated and simulated on a square lattice. These defects move towards the crack tip under the action of the high stress gradients existing there. The crack grows by the "influx" of defects in the tip region with the rate of this process, which depends on the externally applied stress, determining the crack velocity and its dependence on the stress intensity factor. The crucial parameter of the model is the initial concentration of defect particles. It is shown that there is a characteristic relation between critical stress and crack growth for different initial defect concentrations. The crack path is of a fractal character and the crack velocity dependence on the stress intensity factor follows a power law relationship, in accordance with experimental trends.


## I. INTRODUCTION

Subcritical cracking $/ 1,2 /$ is a generic term used to indicate slow crack growth for applied loads below those causing dynamic fracture. Subcritical cracking may occur under creep, fatigue, hydrogen embrittlement
and stress corrosion cracking conditions. In all these cases the evolution of microstructure near the crack tip is such that it promotes bond breaking or other microfracturing processes which are directly responsible for crack propagation. For example, in the case of hydrogen embrittlement, atomic hydrogen is diffusing in the crack tip region under the influence of high stress gradients that are present there for nominal applied loads. The high hydrogen concentration promotes bond breaking (lattice decohesion) or dislocation emission (lattice softening to dislocation motion) and both of these mechanisms cause slow crack growth. Current research in fracture mechanics $/ 3-7 /$ concentrates on dynamic crack propagation, including the question of terminal crack velocities in bulk as compared to Rayleigh wave speed in homogeneous bulk materials $/ 7 /$, as well as to supersonic crack velocities in bimaterial interfaces /8/. Additionally, current work focuses on the problem of crack morphology including the zig-zag nature of the crack path $/ 4,9 /$. In contrast, the problem of slow crack propagation or subcritical crack growth has not attracted similar attention in the mechanics literature, even though it has been a long-standing issue in the materials science literature. In fact, there is a variety of interesting non-linear effects associated with subcritical cracking, including non-convex fracture resistance vs. crack velocity curves and stick-slip fracturing (see, for example, $/ 1,10 /$ and references quoted therein). Both of the aforementioned dynamic fracture problems of crack velocity estimation and crack morphology determination become even more important in the case of subcritical cracking which is one of the central mechanisms for component failure. In this connection, it is emphasized that among the central open questions in subcritical cracking are those concerned with predicting crack shape and morphology, as well as the cracktip velocity of propagation and its dependence on external load or applied stress intensity factor. Eventually, it is expected that the rich variety of crack morphologies seen in experiments and in nature will be connected to the dominant mechanisms of crack growth. In addition, determination of crack velocity would become possible as part of the problem solution, rather than imposing it a priori as is the case in a plethora of previous published elastodynamic or pseudoplastic analyses of crack propagation.

In contrast to the mechanics and (in part) the material science literature, considerable activity has been devoted recently in the physics literature to understanding the problem of crack velocities and morphologies via computer simulations of spring networks /11/ with local bond breaking criteria dependent on the prevailing stress (and/or its gradient) level. In particular, fracture processes in disordered media are studied with the focus on crack morphologies by using fractal geometry $/ 12 /$. Although simple in concept, such simulations pose a great challenge due to the very large super-computing resources required $/ 11 /$. Another line of research, using discrete "cluster growth" models, has also provided valuable insight into the connection between microscopic growth mechanisms and resulting macroscopic patterns in a variety of aggregation/deposition phenomena (see, for example, /12/ for a review).

The modest goal of the present paper is to outline a combined phenomenological computer simulation model to study subcritical crack growth as a cluster growth process. In particular, a mechanical ballistic aggregation model motivated by a continuum stress-assisted migration of point defects is formulated and simulated on a lattice. The crack grows by the flux of defects to the tip region due to the high local stress gradients existing there as a result of the elastic singularity. The accumulation of defects may cause either
continuous extension of the crack tip (due, for example to vacancy absorption) or discontinuous crack growth by the formation of microcracks ahead of the main crack (due, for example, to creep damage or hydrogen embrittlement) and subsequent propagation to join the advancing tip. The crucial parameters for the model are the initial concentration of defect particles and the stress which defines the force for a "particle" to move to the growing crack. The crack path is of a fractal character and the crack velocity dependence on the stress intensity factor follows a power law relationship, in accordance with experimental trends.

As mentioned in the previous paragraphs, the basic physical assumption made in the present work is that the motion of defects to the crack tip is the limiting process controlling crack growth. It is further assumed that this motion and/or accumulation is directly governed by the high stress gradients existing at the crack tip. Depending on the particular fracture mechanism that takes place in the near-tip region, the defects may be identified as vacancies (high-temperature creep), microvoids (damage), dislocations (plasticity) or hydrogen atoms (hydrogen embrittlement). The phenomenological assumption common to all these mechanisms is that the defects or their clusters are driven towards the crack tip region by the high stress gradient set up there by the elastic singularity induced by the applied loads. Justification for this assumption can be found in the literature for all cases: see, for example /13/ for the case of vacancies and microvoids, /14/ for the case of dislocation dipoles and $/ 15,16 /$ for the case of hydrogen embrittlement. To illustrate the basic ideas and the phenomenology involved, we consider in the next section, Section 2, the case of hydrogen embrittlement and derive a power-law relation for the crack velocity vs. stress intensity factor based on a chemical-like fracture criterion. The limitations of such purely phenomenological derivation thus become apparent, since it is strongly dependent on the specific details of the stress-assisted migration model assumed and provides no information on the crack morphology and fractal nature of the crack path. These limitations are removed by the discretization scheme introduced in Section 3, where an initial crack is embedded in a lattice with a portion of its cells occupied by the migrating defects. The migration of defects is governed by transition probabilities which are expressed in terms of the appropriate stress gradient components derived from elastic fracture mechanics. Based on this, computer simulations are performed. The results, reported in Section 4, establish a power law relation between crack velocities and stress-intensity factors. Finally, a discussion of these results is presented in Section 5

## 2. THE CASE OF HYDROGEN EMBRITTLEMENT

Hydrogen Embrittlement is a generic term describing a wide variety of fracture phenomena involving hydrogen. Hydrogen may be either internal as a result of melting and casting practices or external due to the pickling, electroplating on cathodic process. Of all interstitial elements, hydrogen migrates fastest in metals and alloys, particularly in iron and steel. Hydrogen transport in dislocation cores or in the form of associated Cottrell atmosphere may be several orders of magnitude faster than lattice diffusion. Hydrogen trapping occurs at various depths and is associated with a wide variety of locations in the microstructure including
solutes and dislocations, grain boundaries, inclusions, precipitates and voids. Embrittlement occurs in a wide range of materials. It is particularly important for steels, and also for high strength nickel-base alloys, titanium alloys and materials used in the nuclear power industry (zirconium, hafnium, niobium, uranium). Most hydrogen embrittlement fractures are intergranular, but cleavage-like cracking can also occur, especially if transgranular brittle hydrides form and act as crack nucleation sites. Besides hydride formation in the material, hydrogen can remain in the lattice and interact with dislocations and other lattice defects. When hydrogen originates in the bulk (internal embrittlement), hydrogen transport is a simple process and is most often controlled by the lattice diffusion process which takes place by the movement of a screened proton that has given up its electron to the electron gas of the metal. When hydrogen originates externally (external embrittlement), it is required to absorb on an external surface, chemisorb, and enter the metal lattice as a screened proton. A simple chemomechanical model which seems to be equally valid for both internal and external embrittlement, has been proposed by Aifantis / $16 /$ and subsequently elaborated upon by Aifantis and co-workers $/ 17-19$ (see also a recent book by Unger $/ 20 /$ ). Central to this phenomenological model is the assumption that cracking is controlled by the level of concentration of embrittling hydrogen species at a critical distance ahead of the crack tip. The critical distance can usually be identified to the grain or plasticzone size and, in the absence of a predominant microstructure, may shrink to zero by assuming it to asymptotically approach the crack tip. The material confined by the critical distance in the neighborhood of the crack tip is highly inelastic and no attempt is made to model its chemomechanical response. The material further away is governed by a simple concentration-dependent linear elastic constitutive equation. The differential equation describing the spatial and temporal distribution of the hydrogen species in the presence of a hydrostatic stress field $\sigma_{\mathrm{h}}$ reads

$$
\begin{equation*}
\dot{\rho}=\left(D+N \sigma_{h}\right) \nabla^{2} \rho-(M-N) \nabla \sigma_{h} \nabla \rho \tag{1}
\end{equation*}
$$

where $\rho$ denotes concentration and the chemomechanical coefficients $D, M$ and $N$ are assumed to be constants. This stress-assisted diffusion equation was derived by Aifantis $/ 15,21 /$ in an effort to model solute transport in stressed solids. It is a consequence of the standard differential equation expressing the conservation of mass for the diffusing species $\dot{\rho}+\nabla \rho=0$ and the following modification of Fick's law of diffusion,

$$
\begin{equation*}
j=\left(D+N \sigma_{h}\right) \nabla \rho+M \nabla \sigma_{h} \tag{2}
\end{equation*}
$$

where $\mathbf{j}$ denotes the flux of the diffusing species, while the hydrostatic stress field $\sigma_{11}$ is harmonic ( $\nabla^{2} \sigma_{h}=0$ ) for elastic deformations. The zero flux steady-state solution of Eq. (1) or equilibrium solution of Eq. (2) reads,

$$
\begin{equation*}
\rho=\rho_{0}\left(1+\beta \sigma_{h}\right)^{\mathrm{a}} \tag{3}
\end{equation*}
$$

where $\rho_{0}$ is the concentration on the boundary and $\alpha=M / N, \beta=N / D$ are new phenomenological constants. Strictly speaking, the relationship given by Eq. (3) is valid for points which lie outside a small region surrounding the crack tip and defined by a "critical distance" determined by the particular constitutive structure of the material. For perfectly elastic materials this "critical distance" approaches zero. Next, we express Eq. (3) in terms of the stress intensity factor. For the usual Mode I crack problem (opening mode), elasticity theory derives the following singular expression for the hydrostatic stress,

$$
\begin{equation*}
\sigma_{\mathrm{h}}=\frac{\mathrm{K}_{1}}{\sqrt{2 \pi r}} \cos \left(\frac{\vartheta}{2}\right) \tag{4}
\end{equation*}
$$

(where ( $\mathrm{r}, 9$ ) denote the polar coordinates with the crack tip considered in the origin, $\mathrm{K}_{1}=1.12 \sigma_{\infty} \sqrt{2 \pi \alpha}$ is the stress intensity factor for a crack located in one edge of the sample, $\sigma_{m}$ denotes the tensile stress at infinity and $\alpha$ is the crack length). For loading states for which the stress intensity factor $K_{1}$ varies slowly above the critical stress intensity factor $\mathrm{K}_{1}{ }^{\mathrm{c}}$, the phenomenological model assumes / 16 / that the crack velocity $v$ can be expressed as a power series of the value of the concentration $\rho$ at a critical point $\left(r_{c}, \vartheta_{c}\right)$ ahead of the crack tip, i.e.

$$
v=\sum_{m=0}^{n} c_{m} \rho^{m}
$$

where $c_{m}$ are constants and $n$ is the order of the last term in a truncated series. Upon substituting Eq. (4) into Eq. (5) and evaluating it at ( $\mathrm{r}_{\mathrm{c}}, \vartheta_{\mathrm{c}}$ ) for two different pairs of velocities and stress intensity factors ( $\mathrm{v}_{1}, \mathrm{~K}_{11}$ ) and, $\left(v_{2}, K_{12}\right)$ one obtains $/ 16 /$ the power law relation

$$
\begin{equation*}
v=v_{0} K_{i}^{d} \tag{6}
\end{equation*}
$$

when the critical distance approaches asymptotically the crack tip ( $\mathrm{r}_{\mathrm{c}} \rightarrow 0$ ), or the relation

$$
\begin{equation*}
\mathrm{v}=\overline{\mathrm{v}}_{0}\left(1+\gamma \mathrm{K}_{1}\right)^{\mathrm{d}} \tag{7}
\end{equation*}
$$

when the critical distance $r_{c}$ is assumed to be a material parameter: say equal to a grain size for a polycrystal. The quantities $v_{0}$ and $\vec{v}_{0}$ denote reference values of the crack velocity in the respective $v$ vs. $K_{1}$ graph. The exponent $d$ is given by $d=n M / N$ while the constant $\gamma$ is given by $\gamma=N \wedge D / \sqrt{1_{c}}$. Relations (6) and (7) do not hold near the critical stress intensity factor $\mathrm{K}_{\mathrm{I}}^{\mathrm{c}}$ where the crack velocity "jumps" from zero to finite values.

## 3. THE MODEL

In this section we describe the computational model that we used for simulating crack propagation due to hydrogen embrittlement.

We consider a two-dimensional sample under external stress (Figure 1). The sample is discretized and the lattice so formed contains sites, which can be in one of the following three states: a) solid (part of the sample bulk), b) defect site (due to the presence of hydrogen), and c) crack site (part of the crack). The lattice size is $5 L \times L$, where we assumed values of $L$ in the range $500-1000$, with a lattice constant equal to 100 nm . A seed cell is placed at $(0, \mathrm{~L} / 2)$ representing the crack tip. Hydrogens are randomly distributed in the sample with a concentration $\rho$ of the total number of sites, thus giving rise to a random distribution of defect sites. These hydrogens move due to the stress field imposed by the presence of the crack tip. An external stress $\sigma_{\infty}=1 \mathrm{GPa}$ is applied (the value of the stress, in fact, influences only the time-scale of the problem and not the general behavior of the system). A hydrogen bath exists in the side opposite to the initial crack tip. Whenever a defect comes to within a lattice unit from the existing crack, it becomes irreversibly part of it, and the crack propagates. The simulation algorithm is as follows:
i) The stress field is assumed to be given by the classical elasticity solution; in particular its asymptotic form near the crack tip. We have considered Mode I plane stress conditions, as described in Eq. (4). It can be shown by calculating the gradient of $\sigma_{h}$ in polar coordinates that the migration velocities of hydrogens in the sample are given by:

$$
\begin{equation*}
v_{x} \sim r^{-3 / 2} \cos \left(\frac{\theta}{2}\right)(1-2 \cos \theta) \quad v_{y} \sim r^{-3 / 2} \sin \left(\frac{\theta}{2}\right)(1+2 \cos \theta) \tag{8}
\end{equation*}
$$

At each time step, we compute the velocities for all hydrogens in the sample from the above equations.
ii) The magnitude of the velocity $|v|$ for each defect site is then calculated and the time $\delta t$ needed for the hydrogen to cover a distance equal to the lattice constant is sampled from an exponential distribution based on this velocity, i.e. $\delta t=-\ln (\mathrm{R}) \alpha /|\mathrm{v}|$, where R is a uniformly distributed random number, and $\alpha$ is the lattice constant.
iii) The defect with the shortest time $\delta t_{\text {min }}$ is allowed to move towards the crack tip and the overall time increases by the same amount.
iv) The direction towards where the motion takes place is determined by the weighted local transition probabilities $P_{x}=v_{x} /\left(v_{x}+v_{y}\right)$ and $P_{y}=v_{y} /\left(v_{x}+v_{y}\right)$.
v) If the defect comes to a site which is neighbor to the crack, it irreversibly becomes part of the crack itself. A new defect site is created inside the hydrogen bath in order to ensure constant hydrogen concentration throughout the sample. A check is performed in order to identify whether the new crack site is further from the origin than the current crack tip. If this is the case, the crack tip is considered to lie on this new site and all the subsequent calculations are repeated according to this crack tip.
vi) The above procedure is repeated from step i) until a predefined time interval has elapsed.


Fig. 1: Schematic representation of the model. The thick line represents the crack, dots denote the local hydrogen concentration and we can also see the attached hydrogen bath.

## 4. RESULTS

Examples of cracks generated with the described simulation procedure for different hydrogen concentrations are shown in Figure 2. We can see that, in general, the model gives rise to many different pattern formations, mainly of stochastic nature, which propagate in the sample. There is also the probability of deviating from parallel to the edge propagation, with cracks moving diagonally in a local scale. This phenomenon is attributed mainly to the local hydrogen concentration that creates "paths" which can be traced more easily in the sample. This is mainly the case for high concentrations. On the contrary, a well-defined linear propagation with small fluctuations is observed at low concentrations. These trends will be discussed later.

In Figure 3 we present a plot of a typical tip displacement as a function of the time. The crack propagates in steps, rather than continuously, as can be seen in the inset of the figure, and this ladder-type curve has also been experimentally observed $/ 4,9 /$. The slope of the curve provides an estimate for the crack tip velocity, but, as can be seen in the plot, the slope is not constant throughout the simulation, meaning that the tip velocity is also time-dependent.


Fig. 2: Different crack morphologies, as derived by different realizations of the simulation.


Fig. 3: Typical evolution of the crack tip displacement as a function of time. The inset is a magnification of the curve showing a quite discontinuous propagation.

Thus, averaging over finite time intervals, we can construct a plot of the crack tip propagation velocity as a function of time. This is presented in Figure 4, where we display the results for a number of different hydrogen concentrations. At higher concentrations the tip velocity increases with time in a roughly constant rate (ignoring the statistical fluctuations due to the averaging and the finite sample size). At low concentrations a very different picture emerges with a practically constant velocity at early times, which is followed by a dramatic increase in a very short time interval. Notice also the different time scales needed for the crack to propagate under different concentrations; while only a fraction of the second is required for high $\rho$, propagation at the same distance for low $\rho$ may need some minutes.


Fig. 4: Crack tip velocity, averaged over 100 realizations, for different hydrogen concentrations $\rho$, as a function of time.

During the simulation, we can compute the stress intensity factor $\mathrm{K}_{\mathrm{t}}$, which is modified due to the varying crack length, so that we can plot the crack tip velocity as a function of $K_{l}$, as shown in Figure 5. The curves present a similar behavior to those in figure 4, with higher concentrations yielding roughly a power law, and lower concentration curves being initially parallel to the x -axis followed by an abrupt increase. The relative velocities are also markedly different, with two to three orders of magnitude higher propagation rates for higher $\rho$ at a given $K_{l}$.


Fig. 5: Crack tip velocity as a function of the stress intensity factor for different hydrogen concentrations.

From Figure 5 we can compute the slopes of the relation $\nu_{\text {tip }} \sim K^{n}$. For the low- $\rho$ curves, which do not follow this law for the whole $K_{I}$ range, we only use the asymptotic regime. The exponent $n$ versus the hydrogen concentration is displayed in Figure 6. It is clear that for high $\rho$ the rate is constant and the slope is equal to roughly 1.9 , while a transition regime is observed with the exponents taking the value of 14 at lower concentrations.

## 5. DISCUSSION

In this work we used a simple computational model for the study of crack propagation by taking into account known analytical formulas for the stress field created by the crack. Hydrogens move in this field with a stochastic element in their motion, and when they attach themselves on the existing crack, they force it to propagate further.

With this model we were able to observe different crack morphologies, from very rough to almost linear cracks, with the main factor being the hydrogen concentration in the sample. The tip propagation velocity, also, is a strong function of the hydrogen concentration $\rho$. Moreover, a very different behavior was exhibited for the tip velocity as a function of $K_{l}$ at different $\rho$.


Fig. 6: Dependence of the power law exponent, as derived by the curves in figure 5, on the hydrogen concentration. Note the sharp transition in the behavior of the exponent.

Our explanation on this strong $\rho$ dependence is as follows. When the hydrogen concentration is high enough, the local environment around the tip is the same at practically all times. The tip cannot attract all the hydrogen in its neighborhood, so it propagates in a constant rate. The shape of the crack is determined by local hydrogen concentration fluctuations, and the crack follows a path, in analogy to the invasion percolation model $/ 22 /$. Of course, the higher the concentration the faster is the velocity of the crack tip, as observed in the simulations, too.

At low hydrogen concentrations, though, all the hydrogen of the sample is rapidly consumed, since it is strongly attracted by the tip. This creates a depletion zone and after this initial stage there is no hydrogen in the sample to assist the crack propagation. However, the hydrogens provided by the bath now become the principal motive force for the crack evolution. At first, the attraction is not large enough, but as the crack length increases, the field becomes progressively stronger, resulting in the rapid increase of the hydrogen attachment to the crack. This also explains the straight-line form of the crack at low- $\rho$ : hydrogens departing from the bath quickly converge to a line extending in front of the crack and then follow a straight path towards the tip.

Of course, the exact results depend on the placement of the bath, since a bath at longer distances or to a different position will yield a quantitatively different outcome. However, the main qualitative picture will remain the same, with different behavior mainly at low- $\rho$, since at high- $\rho$ situations it is the local environment which is important, and the results are largely independent of the presence of a bath.
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